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ABSTRACT

Development costs and time-to-market of software-intensive
media processing systems can be reduced when correct
decisions are made at an earlydesign phase. However,
the real-time requirements imposed on these systems,
such as frame skipping and latency limitations, can only
be validated after system implementation, e.g. at thetest
phase. To avoid system redesign for ensuring real-time
performance, a system performance analysis should be
done as soon as possible. This paper addresses a sce-
nario simulation approach for performance predictions
already at the design phase. This approach is presented
through a real case study, for which we developed an ad-
vanced MPEG-4 coding application. The benefits of the
approach are threefold: a) high accuracy of the predicted
performance data; b) an efficient real-time software-hardware
implementation of a system, because the generic com-
putational costs become known in advance, and c) im-
proved ease of use because of a high abstraction level of
modelling. Experiments showed that the prediction ac-
curacy of the system performance is within 10%, while
the prediction accuracy of the time-detailed processor
usage (performance) does not exceed 30%. However,
the real-time performance requirements are sometimes
not met, e.g. when other applications require intensive
memory usage, thereby imposing delays on the decod-
ing data retrieval from memory.

1. INTRODUCTION

Multimedia systems development is characterized
by a continuous evolution of new and existing stan-
dards and by extreme time pressure for developing
them. Therefore, industrial focus is shifting from
improving implementation techniques towards im-
proving system design methods. Advanced design
methods allow evaluation of the system function-
ality and performance already at very early devel-
opment phases, which reduces technical risks and

minimizes time-to-market. Advanced design tech-
niques become imperative especially for time-critical
software-intensive media processing systems. The
real-time requirements imposed on these systems,
such as limitations on frame rates and latency, can
only be validated when the system is implemented.
A performance test failure can cause a complete it-
eration in the development process. To avoid sys-
tem redesign for ensuring performance requirements,
we concentrate on the accurateprediction of the
system performance properties at the early design
phase and analysis of real-time behaviour of the
system.

In the area of system architecture evaluation a lot
of research has been done on the performance pre-
diction. The survey [1] gives an extensive overview
on the current prediction-enabling techniques. The
modular performance analysis [2] allows explor-
ing software and hardware alternatives for perfor-
mance optimization, though it does not give high
prediction accuracy. Spade [3] provides an ex-
ample of the simulation-based performance anal-
ysis methodology for signal processing systems.
It addresses the software and hardware co-design
area, but still does not enable prediction of real-
time properties. In [4] and [5], we find efficient
performance prediction techniques in the component-
based software domain, which are based on com-
ponent modelling and static analysis. However,
for complex applications, the models become too
large for understanding and efficient use in anal-
ysis. Last but not least, PRIMA-UML method-
ology [6] applies queuing networks and extends
UML with a model for system performance valida-
tion. For our problem statement we want to satisfy
free aspects simultaneously: (1) real-time proper-
ties prediction, (2) high accuracy, (3) ease of use of
the design method. None of the above-mentioned
proposals satisfies these three aspects at the same



time.

In this paper we propose an easy-to-use scenario
simulation approach for predicting with high ac-
curacy, timing and resource usage properties of the
designed system. The approach is based on three
concepts: a)modelsfor the system component’s
behaviour and resource usage b)execution scenar-
iosof the complete system, in which the resources
are potentially overloaded, c)simulationof these
scenarios, resulting in timing behaviour of the de-
sign system. The modelling enables a high ab-
straction level description, thus making this pre-
diction technique more efficient. Additionally, the
application of the execution scenarios reduces the
system state space for exploration, and helps to
focus only on the relevant time-critical execution
configurations, in which the risks of system over-
load are high. As a design paradigm we have adopted
component-based software architectures, because
of its structural flexibility for large complex ap-
plications and the enabling possibilities for soft-
ware reuse. The MPEG-4 decoder case study pre-
sented later in this paper revealed that it is indeed
possible to predict real-time properties with suffi-
ciently high accuracy. The case study also uncov-
ered system management issues, such as influence
of the operating system and memory management
aspects.

The remainder of this paper is as follows. In Sec-
tion 2, we address a Robocop software component-
based architecture that was deployed for the MPEG-
4 coder case study. Section 3 presents the pro-
posed scenario simulation approach enabling per-
formance predictions at the design phase. In Sec-
tion 4, we describe the MPEG-4 case study in more
detail, which was used for the approach valida-
tion purpose. The validation results are given in
Section 5. Finally, Section 6 presents conclusions
from the case study, and suggests future directions
for research.

2. COMPONENT-BASED ARCHITECTURE
(CBA)

We have adopted the Robocop Component-Based
Architecture (CBA) [7] for conducting our research
on predictable software design, because it offers
software reuse and speeds-up the development. The
Robocop architecture is developed for middle-ware
in consumer devices, with the emphasis on robust-
ness and reliability. The Robocop CBA is simi-

lar to CORBA and COM, but enables more effi-
cient realization of real-time and performance con-
straints via modelling techniques. For example, a
component designer can supply acomponent be-
haviour modelalong with the component executable
code. The application designer composes an ap-
plication from the number of components and can
predict the application behaviour, using the set of
such component behaviour models.

The Robocop CBA is highly efficient for multi-
media processing systems and Systems-on-Chip in
particular. First, it allows decomposing the pro-
cessing software into functional blocks and then
mapping these blocks on the architecture in the op-
timal way. Second, the supporting Robocop Run-
Time Environment has built-in Quality-of-Service
implementation. Finally, the freedom of defining
the necessary types of models allows addressing
not only processing usage, but also other attributes
important for multimedia systems (e.g. memory
and bus load).

A software system built according to the CBA paradigm
consists of a number of components bound together.
A component is a reusable piece of software with
strictly defined functionality. The component func-
tionality is provided by a set ofinterfaces. A pro-
vided interface implements a number of methods,
necessary for component operation. Each compo-
nent may have two types of interfaces: a)provides
interface and b)requires interface. The binding
between components in the application is made via
couples of provides-requires interfaces.

3. PREDICTION-ENABLING SCENARIO
SIMULATION APPROACH

In this paper we exploit our recently proposed sce-
nario simulation approach [8], featuring early anal-
ysis at the design phase of a representative multi-
media processing application, i.e. an advanced im-
plementation of MPEG-4 coding. The approach
is a four-step strategy (see Figure 1) containing
the following steps: 1) specification of a compo-
nent behaviourand aresource modelof a real-
time aware component; 2) design (composition)
of a real-time application from the set of compo-
nents and specification of anapplication scenario
model for each of the resource-critical execution
scenarios; 3) joint compilation of these three types
of models into a model representing the execution
tasks of this application; 4) simulation of the task



execution, resulting in atask execution timeline.
This timeline allows us to extract the real-time,
memory- and bus-related performance properties
of the application. Comparing the predicted data
with the application requirements, we can quanti-
tatively assess the design of the application.

4. MPEG-4 CODING APPLICATION

For evaluation of our real-time design technique,
we conducted a case study for which we developed
a state-of-the-art MPEG-4 coding application. We
used the full specification of the standard, featur-
ing arbitrary-shaped video objects. Applying the
scenario simulation approach, we predicted the per-
formance and real-time property of the designed
decoder. After the integration phase, we compared
the predicted results with the real execution data.

Let us now provide some details of advanced video
object-oriented processing. Figure 2 depicts the
computation graph for arbitrary-shaped video ob-
ject decoding as used in MPEG-4. Similar to MPEG-
2, objects are divided into macroblocks (MB). The
diagram shows special processing stages for de-
coding the shape and motion of the video objects,
in addition to the usual texture decoding. Each de-
coding job iteration starts with macroblock type
decoding (MBtype Dec). The ShapeMC stage com-
putes the motion compensation for the Shape part
and provides referenced MB for the Context Arith-
metic Decoding (CAD) stage. The CAD provides
an MPEG-4 compliant shape representation of the
macroblock. The shape for the macroblock is rep-
resented by 16x16 binary subimage, which is sent
to the outputs of the Shape job. The Coded Block
Pattern (CBP) extracts information about parts of
the texture that need to be updated.
Texture decoding involves five steps: Motion vec-
tors Decoding (MvD), IDCT Coefficients Decod-
ing (Coeff Dec), Texture Motion Compensation (Tex-
tureMC), Inverse Quantization (IQ) and Inverse DCT
(IDCT). Stages MBtype Dec, CAD, CBP, MvD,
and Coeff Dec are executed sequentially, because
each stage depends on another stage, to specify the
next position in the input bit stream. Therefore, we
introduced a loop surrounding these stages, indi-
cating the order between them.
The above-mentioned MPEG-4 decoder applica-
tion was decomposed into four Robocop CBA com-
ponents (Decoder, Reader, Renderer and Buffer).
Each component was accompanied with their cor-
respondingresourceandbehaviourmodels. The

resource model specifies resource requirements per
individual component operation, while the behaviour
model also describes the underlying calls to other
operations per component operation. These model
structures are further specified in [8]. The com-
ponents were (graphically) composed into a new
CBA structured MPEG-4 application. The compo-
sition process consists of two activities: a) instan-
tiation of components; b) binding the instances via
their interfaces (see Figure 3). As indicated by the
figure, the Reader instance is bound to Buffer1 to
store the read video frames. The Decoder instance
is bound: a) to Buffer1 to get these frames and b)
to Buffer2 to store the decoded pixels. The Ren-
derer instance is bound to Buffer2 to get the de-
coded pixels and render them on the display. After
composition, acritical scenariohas been selected.
We predefined a normal execution mode with the
resolution 340×280 as a critical scenario. Note
that it is possible to select multiple scenarios. Fur-
thermore, ascenario modelwas specified for the
chosen mode (see Figure 3). It consists of an appli-
cation composition structure and number of con-
trol inputs (stimuli). Those inputs (event, periodic
timer, interrupt, etc) lead to the frame-periodic ex-
ecution of one of the component operations. In our
case, we designed three periodic timers that call
Reader.readFrame(), Decoder.decodeFrame() and
Renderer.renderFrame() operations, thereby estab-
lishing a pipe-and-filter execution architecture.

5. EXPERIMENTS AND VALIDATION
RESULTS

According to Figure 1, the next step involves the
joint compilation of the scenario model and the
resource/behaviour models of all components, re-
sulting in a pool of application tasks. The exe-
cution of these tasks was simulated with a rate-
monotonic virtual scheduler. The resulting execu-
tion timelineis depicted in Figure 4. The timeline
indicates all running tasks of the decoder, their pre-
dictedstartandcompletion times, as well as dead-
lines. The general performance property (proces-
sor utilization) was derived from the timeline data.
After prediction at the design phase, we integrated
the real-time aware components into a real MPEG-
4 decoder application and executed this on a Linux/32
platform. We aimed at obtaining two types of data:
a) timeline data (which task is executed at what
moment); b) processor utilization data.
First, we compared the acquired timeline data with
the predicted execution timeline. The analysis showed



a slight difference in the predicted-vs.-real execu-
tion moments of the tasks. This difference is ex-
plained by numerous OS kernel activities (page-
faults, timestamps, i/o calls) interrupting the de-
coder execution. Thus, the approach does not al-
low accurate prediction of the starting/completion
times of individual tasks. However, the predicted
patterns of the task execution coincided well with
the real execution patterns. It is clear that the OS
kernel activities should be integrated in our design
approach.
Second, we analyzed the accuracy of the predicted
performance properties. The prediction accuracy /
tolerance on the average processor utilization ap-
peared to be about 10%, and proved to be rea-
sonably stable. The accuracy / tolerance on the
time-detailedprocessor utilization (granularity =
1 sec) varied within 30%. We have found that a
reason for the temporally high processor-usage is
the varying number of macroblocks (arbitrary ob-
ject shape) for decoding. This observation resulted
into the concept of an input-parameter-dependent
resource modelling. This new concept is being ex-
plored at the moment.
Finally, we discovered an interesting phenomenon
in the decoder timing behaviour under memory over-
load conditions. In the Linux OS, a concept of
virtual memory is used for dealing with memory
overload. This virtual memory is implemented by
page swapping- releasing memory slots by stor-
ing memory data on a disk. Returning this data
back to memory upon request takes relatively long
time. In the MPEG-4 decoder this causes serious
latency (1-2 frames) in the processing, because the
data cannot be read instantaneously. The resulting
phenomenon is that latency requirements are not
met, while the CPU usage is very low. The con-
clusion is that processor, memory and bus usage
need to be analyzed jointly to identify the aspects
that hamper predictable system operation.

6. CONCLUSION AND DISCUSSION

We have exploited a scenario simulation approach
that enables prediction of real-time properties of
an advanced software-intensive MPEG-4 coding
system. The average real-time behaviour of the
MPEG-4 decoder can be predicted with high accu-
racy (within 10%). The prediction accuracy on the
time-detailed processor utilization varied within 30%.
As an extra benefit, the timing results give detailed
performance information at the design phase. For
obtaining the time-detailed accuracy, we have found

that integration of a timing model for system activ-
ities into our modelling technique is indispensable,
because our experiments revealed a large variation
of starting and completion times.
The knowledge about the generic computational
costs resulting from our approach, provides impor-
tant guidelines for efficient software/hardware co-
design of multimedia coding systems. The case
study revealed that the processor, memory and bus
usage need to be analyzed jointly, instead of pro-
cessor analysis only. For future research, we study
the execution of our CBA-based implementation
on a programmable multiprocessor (multimedia)
system with prediction of its real-time features and
bus/memory usage.
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Figure 1: Design of real-time video applications
featuring simulation scenarios.

Figure 2:Computation graph of arbitrary-shaped
video object decoder.

Figure 3:Application scenario model.

Figure 4:Tasks execution timeline.


